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Publications

+70 scientific papers published 
on high-ranking journals and 

conference since 2016 
(https://tinyurl.com/5asazpbz)
Patents and patent applications

People
An international team of

+12 members including faculty, 
university researchers, and 

postdocs currently involved in 
NCAR-related activities

Events

Workshops, conferences and other 
dissemination events co-organized 
together with the FCAI and the 6G 

Flagship

Education
1-2 PhD degrees annually and 

many students working on 
theses.

Online education (MOOCs)

Research
5 key research themes 
investigated:
• Environmental Sensing
• Edge Computing and IoT
• Low Latency Transport Protocols
• Cloud Computing and NFV
• Distributed and Cognitive Processing

Externally Funded Projects and 
International Collaborations

Multiple national and international 
research projects

Key project: Academy-NSF Lean6G 
with professor Leandros Tassiulas at 

Yale University

NOKIA CENTER FOR ADVANCED 
RESEARCH (NCAR) OVERVIEW

https://www.helsinki.fi/en/networks/6g-research

https://tinyurl.com/5asazpbz
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• Four partners: 
• University of Helsinki (UH), lead
• KTH Royal Institute of Technology (KTH)
• Aarhus University (AU)
• Norwegian University of Science and 

Technology (NTNU). 
• Research focus on Edge Intelligence of 

each partner (shown in Figure 1). 
• Coherent, joint strategic approach to take 

a good advantage of joint cross-border 
collaboration. 

NORDIC UNIVERSITY COOPERATION ON 
EDGE INTELLIGENCE (NUEI)
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KUMPULA CAMPUS AS
”PLAYGROUND” FOR OUR RESEARCH

UbiKampus Software Factory NodesLab

Heterogeneity Multiple Connectivity 
Technologies

Highly 
Dynamic
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KEY DEVELOPMENTS THAT ARE CONVERGING

Cloud computing: distributed clouds, general edge computing, 
DevOps

Cellular networks: cloud RAN, O-RAN, network slicing, Mobile 
Edge Computing (MEC), private networks

AI: distributed techniques (federated learning, split learning), 
transfer learning, differential privacy, LLMs, regulation



Edge Intelligence: Empowering Intelligence to 
the Edge of Network
D Xu, T Li, Y Li, X Su, S Tarkoma, T Jiang, J  
Crowcroft, P Hui
Proceedings of the IEEE 109 (11), 1778-1837. 
(60 pages)



Centralized cloud for AI Edge Intelligence

Edge Intelligence: Empowering Intelligence to the Edge of Network. D Xu, T Li, Y Li, X Su, S Tarkoma, T Jiang, J Crowcroft, P Hui
Proceedings of the IEEE 109 (11), 1778-1837. 



Whitepaper available at: 
https://arxiv.org/abs/2004.14850
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• Level-2: In-Edge Co-Inference and Cloud Training: training the AI model in the cloud 
but inferencing the AI model in an in-edge manner. Here in-edge means that the model 
inference is carried out within the network edge, which can be realized by fully or 
partially offloading the data to the edge nodes or nearby devices in an independent 
or in a coordinated manner. 

• Level-3: On-Device Inference and Cloud Training: training the AI model in the cloud 
but inferencing the AI model in a fully local on-device manner. Here on-device means 
that no data would be offloaded/uploaded. 

• Level-4: Cloud-Edge Co-Training & Inference: training and inferencing the AI model 
both in the edge-cloud cooperation manner. 

• Level-5: All In-Edge: training and inferencing the AI model both in the in-edge 
manner. 

• Level-6: Edge-Device Co-Training & Inference: training and inferencing the AI model 
both in the edge-device cooperation manner. 

• Level-7: All On-Device: training and inferencing the AI model both in the on-device 
manner. 

 

FIGURE 4: LEVEL RATING FOR EDGE INTELLIGENCE (ADAPTED FROM ZHOU ET AL [3]) 

Both AI for Edge and AI on Edge can be distributed at edge level. In practice, an edge node 
appears as a “local cloud” for the connected devices, and a “cluster of edge nodes” can 
cooperate to share the knowledge of the specific context and of the specific environment as 
well as to share computational and communication load both during training and during 
inferencing.  

Further, we list and summarize a number of key functions that we envisage as useful for possible 
future edge intelligence applications at all possible levels of Fig 4. Therein, we highlight where 
exactly the Intelligence is “concentrated” and the applications and the services “are executed” 
depending on the specific application scenarios, on the local environment, the network 

6G WHITEPAPER
ON EDGE

INTELLIGENCE
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4.  CHALLENGES AND KEY ENABLER S  

 

FIGURE 5:  KEY CHALLENGES AND KEY ENABLERS FOR EDGE INTELLIGENCE FOR 6G 

Although the benefits of edge intelligence are immense, the realization of the intelligence 
(training) in addition to the focus of applications (inference) poses several technical challenges 
in contrast to the traditional centralized artificial intelligence systems. Therefore, it is crucial to 
identify and analyze these challenges in the edge intelligence and seek for the novel theoretical 
and technical enablers. In this view, next, a set of prominent challenges in edge intelligence 
along some key enablers to overcome them are discussed. 

EDGE  I NFR ASTR UC TUR E  SOLUT I ONS  
Edge computing infrastructures are best exemplified by the MEC reference architecture, 
currently under standardization by ETSI. The architecture describes edge platform components, 
their roles and expected functionalities, system APIs and interactions for collaboration and for 
3rd party software integration. The target is an open multi-vendor edge platform, thus 
guidelines on how to realize systems and applications based on the reference architecture, and 
a set of proof-of-concept applications, are presented. Although the implementation details of 
the system components and interactions are left open, the architecture is based on distributed 
operation and control on two levels: system-level management and host-level management. 
However, the centralized orchestrator component is expected to have sole authority over all 
system resources. Platform- and host-level components operate based on instructions received 
from the orchestrator with partial autonomy to control resources under their domain. These 
components are expected to provide feedback to orchestrators about their operation. These 
operational principles are beneficial without a question but lead to challenges in real-time 
reactivity, providing low latency for multi-tenant applications, data routing and aggregation, 
system information delivery etc. across the dynamic and opportunistic distributed IoT 
environments. Regarding AI capabilities for edge infrastructures, processing the system-
wide data of resource usage and sharing across the deployment, system performance in 
relation to Key Performance Indicators (KPI), application data delivery, QoS and Quality 
of Experience (QoE) parameters etc. used for building models, learning, and further making 
predictions for optimization of the system behavior is largely unexplored territory. 

In architectural point-of-view, different approaches can be found. ETSI MEC is a two-tier 
architecture [12], with management components in the cloud, or platforms with similar 
capabilities, and application components deployed into the network edge layer below. Fog 
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FOG COMPUTING FOR DEEP LEARNING
WITH PIPELINES

• Fog is a hierarchical network

structure.

• Resources in fog can be pooled with

pipelines.

• Sparse: Stream Processing

Architecture for Resource-Subtle

Environmentsa

a
https://github.com/AnteronGitHub/sparse

We demonstrate split learning and inference pipelines on device, 
cloudlet and cloud with a vision based use case (CIFAR-10). 

If the fog hardware can be fully utilized, it will improve the 
throughput of heavy workloads.
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KEY TASKS: LLMS AS CONTROLLERS

Task 
planning

Model 
selection

Task 
execution

Response 
generation

Tool 
dispatcher

Tool 
maker Tool user

HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in HuggingFace. https://huggingface.co/papers/2303.17580
Large Language Models as Tool Makers. https://arxiv.org/pdf/2305.17126.pdf

https://huggingface.co/papers/2303.17580
https://arxiv.org/pdf/2305.17126.pdf


Edge-cloud Continuum

Edge-cloud Continuum

Edge-cloud Continuum

End-user Applications: AR 
and metaverse

Drones and other autonomous sensors

Foundation 
LLM model 

repository and 
fine-tuning

Industrial systems
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and state 

management
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Fine-tuned LLMs

Agents and
Fine-tuned LLMs

Agents and
Fine-tuned LLMs

Distributed GPTs in the Network

Distributed AI based 
on foundation 
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incrementally fine-
tuned (stacking 
property) for 
application domains

Orchestrator places 
and synchronizes 
models and state

Interconnect enables 
orchestration
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AI-native Interconnect Framework for Integration of Large Language Model Technologies 
in 6G Systems
Sasu Tarkoma, Roberto Morabito, Jaakko Sauvola
https://arxiv.org/abs/2311.05842   

AI INTERCONNECT – LARGE LANGUAGE 
MODELS FOR 6G SYSTEMS

https://arxiv.org/abs/2311.05842
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The paper addresses opportunities, challenges, and possible solutions  arising from the 
integration of Large Language Models, such as GPT, in the context of 6G systems

AI INTERCONNECT – LARGE LANGUAGE 
MODELS FOR 6G SYSTEMS

LLMs for 6G
State-of-the-Art

Diverse Applications in the 6G Ecosystem
Highlighting a spectrum of use cases from hardware
acceleration, software optimization, IoT robotics, to
dynamic network topology management,
emphasizing the versatility of LLMs in the evolving
6G landscape.

Generative AI in 6G
A holistic view exploring the synergy
between generative large language
models (LLMs) and 6G technologies,
outlining the transformative potential
for future wireless networks.

Demystifying Telco Through LLMs
Leveraging the natural language processing
capabilities of LLMs to interpret, manage, and
simplify complex telco terminologies and
operations. This encapsulates the potential to
make telecommunication operations and
maintenance (OAM) accessible to non-experts.

Edge Intelligence with LLMs
Delving into the intricacies of deploying
LLMs in edge environments, addressing the
challenges and innovations within 6G
mobile edge computing (MEC) systems.

On-Device Cognitive Computing
Beyond edge infrastructure: exploring
the feasibility and implications of
integrating LLMs directly into devices,
paving the way for truly decentralized
intelligence.



AI Interconnect

User Plane

AI-Native User Plane

Orchestration

Control Plane

AI-Native Control Plane

Orchestration

AI-enabled RAN and Core Network

Device Fronthaul Midhaul Backhaul Core Network

AI selection
AI placement
AI task coordination
AI communication and routing
AI safeguards and audit trail

Application Logic

Orchestration



Network Architecture Enablers

LLM Controller

Radio Access Local Edge Cloud Core Network
Cognitive Network 

Management
Digital Value 

Platform

RA-GPT LEC-GPT Core-GPT CNM-GPT DVP-GPT

Security and Privacy

S&P-GPT

6G Use Cases

Trusted Embedded 
Networks

Hyperconnected 
resilient network

Enabling 
sustainability Massive Twinning Telepresence

TEN-GPT HRN-GPT Green-GPT MT-GPT TP-GPT

Robot to cobots

RtC-GPT

Evolving use cases

…-GPT
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AI Interconnect

RAN / Core Network configuration and deployment

Design goal: Versatile 
deployment accommodating 
both 6G network and vertical 

application systems

Design goal: Indirection 
through selection of LLMs and 
placement of LLMs; underlying 
interconnect management; use 

of shared memory

Selected LLMs

Design goal: Separation of 
concerns. Task/intent analysis 
and decomposition; Selection of 

LLMs/tools; Interconnecting 
data in distributed environmentsUE1, NE1

UE2, NE2

Request
AI task

Design goal: Use of AI is 
simplified for endpoints

Semantic Pub/Sub and Intent messagingSubscribe to
AI task

Task orchestration and optimization

Shared 
memory

Task broker for decomposing 
and aggregating AI instructions

Fig. 9: GPT-Driven AI Interconnect Architecture. Our approach is structured around four pivotal design goals, from
simplifying end-user interactions to ensuring versatile deployment across varied contexts, all rooted in foundational
components for optimum efficiency and adaptability.

detailed record of these operations, enabling a rigorous
audit of AI-driven processes.

• LLMs as Controllers. In our architecture, LLMs are
re-imagined as central orchestrators, strengthened with
the expertise of specialized models and systems. They
bring an element of dynamic flow control, introducing
a layer of agility and adaptability to the system. Posi-
tioning LLMs centrally as controllers equips the system
with the capability to expertly navigate and supervise
complex AI landscapes.

• LLMs as Dynamic Tool Builders and API Brokers. Be-
yond their role as controllers, LLMs are also envisioned
as dynamic tool creators. They have the capability
to dynamically craft tools that are tailored to specific
operational needs, ensuring a high degree of flexibility
and precision in AI tasks. Furthermore, LLMs act as
API brokers, facilitating the seamless interaction and
integration between diverse AI tools and platforms,
simplifying operations and enhancing the coherence of
the AI ecosystem.

Another aspect to explore in the context of LLMs is
the potential for semantic compression and communication
[42], [92], [93], [94]. This innovative capability can lead to
additional possibilities for efficient data transmission and
interaction, paving the way for more advanced and intelli-
gent communication paradigms within the AI Interconnect.
It could potentially enhance the roles of LLMs as controllers,
tool builders, and API brokers by introducing a new layer
of semantic intelligence to these functions. However, a deep
dive into this aspect of LLM capabilities lies beyond the
scope of this paper, but it signifies an intriguing direction
for future research and exploration.

Our AI Interconnect seamlessly integrates with open
edge-cloud continuum APIs and execution environments,
leveraging existing standards and platforms, such as O-
RAN, to ensure a unified, interoperable execution frame-
work that gracefully spans across the edge and the cloud.

6 A ROADMAP FOR REGULATORY OVERSIGHT
AND SUSTAINABILITY OF LLMS IN THE 6G ERA
Contributor: Basak Ozan Ozparlak Ozyegin University,
Faculty of Law, Turkey Reviewers: Marja Matinmiko-Blue
and Marcos Katz

Summary of contribution: As 6G technology heralds a
new epoch of technological and societal transformations, it
simultaneously beckons significant legal challenges, espe-
cially regarding the integration of Large Language Models
(LLMs) within 6G networks. This contribution outlines a
strategic framework for regulating LLMs, advocating for
a comprehensive approach that encompasses data privacy,
cybersecurity, and ethical deployment of AI systems. The
proposal calls for the evaluation of current AI regulations,
the exploration of global oversight mechanisms, and the
imperative for transparency, ethics, and robustness in LLMs
tailored for 6G environments. It emphasizes collaboration
among technologists, regulators, and international entities
to adapt existing policies and establish novel standards,
aiming to safeguard users, engender trust, and stimulate
innovation within the 6G domain.

Proposed Initiatives: - Development of a regulatory
framework that resonates with the advanced capabilities of
6G and its societal implications. - Harmonization of global
regulatory efforts to ensure a coherent oversight mechanism
for LLMs across borders. - Promotion of ethical, privacy-
compliant, and resilient AI practices to foster a secure and
trustworthy 6G ecosystem.

Proposed Initiatives: - Interesting topics not yet in-
cluded: Sustainability in LLMS and 6G

Proposed Section Context: This subsection would be
aptly placed within discussions on the socio-legal implica-
tions of 6G technology, particularly in a section dedicated to
the ethical, privacy, and regulatory challenges posed by the
deployment of AI and LLM technologies in 6G networks. It
seeks to guide policymakers and industry leaders towards
creating a well-regulated, ethical plan.

PLEASE ADD YOUR CONTRIBUTIONS STARTING
FROM THIS POINT ONWARD. In his book, Lewis Mum-
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NEURAL PUB/SUB AND
LARGE LANGUAGE MODELS

• Large Language Models (LLMs) like OpenAI's GPT at 
the forefront of 6G technological evolution.

• Enhancing network performance through intelligent 
management and optimization.

• Development of a proof-of-concept using GPT for 
advanced network slicing management.

Roberto Morabito et al. work in progress
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NEURAL PUB/SUB FOR
FUNNEL PATTERN

• Builds upon the mapping pattern for 
advanced data handling.

• Involves subscribing to one or more 
publications and applying a specific 
function (F).

• Function (F) determines the order and 
timing of data processing.

• Results in a single emitted publication 
based on the output of function F.

Funnel pattern workflow of a Neural Pub/Sub broker system 
designed to aggregate CQI data from three different slices.

Publisher
Neural Pub/Sub Broker

Transform (F) Subscriber

Mapping Pattern

Publisher
Neural Pub/Sub Broker

Transform (F) Subscriber

Funnel Pattern

Publisher

Publisher
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NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT

• Real-time monitoring of Channel Quality 
Indicator (CQI) across network slices.

• Automated generation of Slices Status 
Reports in natural language, offering 
actionable insights for network operators.

• Dynamic adjustments to network slices 
based on CQI data analysis to maintain 
optimal service quality. Funnel pattern workflow of a Neural Pub/Sub broker system 

designed to aggregate CQI data from three different slices.
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Funnel pattern workflow of a Neural Pub/Sub broker system designed to aggregate CQI data from three different slices.

NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT



The Query Function at the Broker: The interconnect design accommodates multi-
modal subscriptions and requests, complex subscriptions/tasks can be 

decomposed
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NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT

DEMO

Phase 1:
The Neural Pub/Sub Broker 
manages the publication of 
network slices data
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NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT

DEMO

Phase 2:
The Network Operator 
subscribes to a GPT-generated 
Slices Status Report
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NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT

DEMO

Phase 3:
Network Slices data is published 
by the three network slices
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NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT

DEMO

Phase 4:
The Neural Pub/Sub Broker 
query the GPT-based Slice 
Analysis Service
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NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT

DEMO

Phase 5:
The Neural Pub/Sub Broker 
publishes to the Subscriber the 
GPT-generated Slices Status 
Report
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NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT

FULL DEMO
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NEURAL PUB/SUB FOR
NETWORK SLICES MANAGEMENT
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)• Demonstrated effectiveness using real 
data.

• Comparison between GPT-4 and GPT-3.5 
models:
• GPT-3.5 shows lower processing 

latency and higher verbosity, 
highlighting trade-offs in deployment.

• Private models (llama3, mixtral etc) are 
also suitable

Comparative analysis of GPT-4 and GPT-3.5, 
illustrating the sum of processing latency and network 
latency against the average completion tokens, 
represented by red dots for visual distinction.
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Neural router
Routing table (packed 

subscriptions, advertisements)

Neural router
Routing table (packed 

subscriptions, advertisements)

Disributed LLM resources

Local 
processing

Aggregation 
and packing

Local 
processing

Aggregation 
and packing

Publisher

Subscriber

Advertisement and 
configuration

Subscription data

Event data

Fig. 1. Overview of the neural router design

Cluster subscriptions

Aggregate subscriptions 
based clusters and 

select LLMs

Collect aggregated 
subscriptions Collect advertisements

Aggregate 
advertisements based on 

LLMs

Publisher advertisements
Match subscriptions and advertisements: first based on 

clustering and then based on LLMs: this results in 
information flows over the router

Publish eventMap event to matching 
adv+sub clusters

Perform any operations 
such as transforms

Deliver to clients

Perform any local 
matching or transforms if 

necessary

Subscription Publishing 

Forward subscriptions and advertisements to external 
systems in the distributed environment 

Available LLMs

Fig. 2. Architecture with Advertisement Semantics

processing and resource limitations is a desirable system prop-
erty. The reduced complexity allows for efficient deployment
on resource-constrained devices while maintaining reasonable
performance.

B. Clustering Algorithms
To accommodate the limited resources of embedded devices,

a multi-scale neural router can implement simpler clustering
algorithms with lower computational requirements. For in-
stance, using hierarchical or density-based clustering methods
may provide better performance on resource-constrained de-
vices due to their reduced complexity and memory footprint.

C. Transform Techniques
Multi-scale neural routers can also incorporate more

lightweight transform techniques suitable for embedded de-

vices. For example, using basic text preprocessing methods or
simple feature extraction techniques may be sufficient in some
cases, reducing the computational overhead compared to more
complex transformation approaches.

D. Aggregated Subscriptions

By aggregating subscriptions and implementing filtering
close to the source, multi-scale neural routers can significantly
optimize memory and compute requirements on embedded
devices. Aggregated subscriptions help reduce the number of
events that need to be processed by a device, allowing for more
efficient event handling and lower communication overhead
between devices.

NEURAL PUB/SUB ROUTER

Distributed LLM resources
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Fig. 11. Screenshot of the Web-based UI for the prototype neural router.
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ABHISHEK KUMAR, LAURI LOVÉN, SUSANNA PIRTTIKANGAS AND SASU 
TARKOMA. "DATA FABRIC FOR INDUSTRIAL METAVERSE.” ACCEPTED TO 44TH 
IEEE INTERNATIONAL CONFERENCE ON DISTRIBUTED COMPUTING SYSTEMS 
(ICDCS 2024), NEW JERSEY, US. 
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Follow-me AI

User control Smart building control

Smart Building AI

Saleh, Alaa, Praveen Kumar Donta, Roberto Morabito, Naser Hossein Motlagh, and Lauri Lovén. 
"Follow-Me AI: Energy-Efficient User Interaction with Smart Environments." arXiv preprint 
arXiv:2404.12486 (2024).
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WE NEED 6G 
EDUCATION AND 
SKILLS 
Upskilling Europe and the
world.                                 
Explaining 5G and beyond.                                         
Raising interest in technology.                                            
For creating a safer, more
sustainable and connected
planet.
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MORE INFORMATION

University of Helsinki 
together with 6G Finland 
invites everyone to learn 
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6G.MOOC.FI


