ﬁ CHALMERS | @@§) UNIVERSITY OF GOTHENBURG

UNIVERSITY OF TECHNOLOGY

Software-Enabled Solutions for
Human-on-the-Loop Autonomous Systems

Rebekka Wohlrab



ot [T o

Meperse imy =
X -

- y!
. -~
] ™%

|

This Photo by Unknown Author is licensed under CC BY-NC-ND


https://www.flickr.com/photos/chryslergroup/13194291604/in/photolist-qEqP2J-9NAsCc-9NFVNX-9M2DZZ-9NBBMn-9NJybd-9NEtYQ-9NGKrb-m6U6VZ-9NDZCz-m6VQAq-9NH11D-9NGYu8-9NvgtE-9NJKMw-9NEwpU-9NJAiA-37ddM1-6aWANQ-378GoF-9NC7mF-5X1iZV-aRbmaF-8EQ6EL-9NsCbe-m6Wcdh-9Nv8dj-d6VJLf-7BUDdU-7rjn9U-8qRfYS-8qNbLa-8qNb28-8qNamM-8qN8B4-uyTjJj-verLa2-uyTm43-vwfL7D-oJUP1b-pQ3nUf-p2nyFS-oJVeTL-p2nurQ-paAezd-pQ1FFt-q7d5Fc-oZnCrU-7KJkst-fg2whi
https://creativecommons.org/licenses/by-nc-nd/3.0/

i 18
. e

—a |

This Photo by Unknown Author is licensed under CC BY-NC-ND


https://www.wired.it/economia/business/2021/03/03/abb-cobot-pmi/
https://creativecommons.org/licenses/by-nc-nd/3.0/

Humans as
bystanders

Humans as
maintainers

Human as
input-givers

Human as
collaborators

“Humans as the ones
that do what a
system can’t do

4
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R.D. Alexander, N.J. Herbert, & T. Kelly. The role of the human in an Autonomous System.

IET Conference Publications. 2009. 1 - 6. 10.1049/cp.2009.1536.
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Challenges of human-machine collaboration

* Humans and machines speak different
languages

e Complexity of the problem space with many
relevant qualities (safety, security,
performance, cost, reliability, ...)

* Uncertainty

CCBY-NC-ND

* Trust

This Photo by Unknown Author is licensed under

Baraglia, J., Cakmak, M., Nagai, Y., Rao, R. P.,, & Asada, M. (2017). Efficient human-robot collaboration: when should a robot take initiative?. The International Journal of Robotics Research, 36(5-7),
563-579.
Xiong, W, Fan, H., Ma, L., & Wang, C. (2022). Challenges of human—machine collaboration in risky decision-making. Frontiers of Engineering Management, 9(1), 89-103.
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Human-on-the-loop autonomous systems

What does the human do? What does the robot do?

/—\

What does the human want the robot to do?

e ~—

How can multiple human

\ / users find a consensus on
This Photo by Unknown

Author s ficensed What does the robot want the human to do? what the robot should do?
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Monitoring [4] ]

Human-on-the-loop autonomous systems

Tradeoff Explainability [1] ]

N )

What does the human do? What does the robot do?

/\

What does the human want the robot to do?

/ [ Preference elicitation [2, 3] ]\

How can multiple human
@ users find a consensus on
what the robot should do?

What does the robot want the human to do?

This Photo by Unknown Author is \/
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The Gates and Hillman Centers
Floor 7

=

Hillman Center

Qualities in automated mission planning

. Option 1:
Starti— ) Ny Travel time
) ——
PRIVATE ™" | PRIVATE = Safety Safety

(collision avoidance) Privacy

LOCATION  LOCATION™ 3 [~

— Privacy Option 2: .
Travel time @
Safety %
Efficiency (travel time) Privacy @

I /PARTIALLY

§COLLISION PRONE Ogtlon 3:

Travel time
 Problems:
Safety

* Autonomous systems often do not allow §priyacy
b= for changing priorities of objectives at
. s runtime

COLLISION-PRONE

l 7107

\, Goal * Tradeoffs tend to be opaque

Wohlrab, R., Cdmara, J., Garlan, D., & Schmerl, B. (2023). Explaining quality attribute tradeoffs in automated planning for self-adaptive systems. Journal of Systems and Software, 198, 111538 ' 8
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The Gates and Hillman Centers
Floor 7

How to select a plan?
- - —— % SEMI-PRIVATE * Usinga planner
Eg'(ﬁg,\l‘“ o = -ffy | ocAToN * It needs an optimization function
1l | * Need to indicate weights/priorities for different objectives
» Safety: rather unimportant (0.1)
* Privacy: rather unimportant (0.1)
* Travel time: very important (0.8)

7415

Gates Center

‘PAR'I"IALLY o 1r — 0 Q.tili : il
,;‘ {occLupeD SEGMENT utility(plan) = 0.8-utility _travel time(plan)+0.1-utility safety(plan)

f“m,m +0.1-utility_privacy(plan)

\ T ZAQ- )
#7103);L f

it

_} 7105

| * What should those weights/priorities be?
 How do they impact the generated plans?

!1 7801 /

/

[ 7027
1

29
I 725 lnd > i 7004/0 ‘1 Goal
[ 7023—3! “m"H 7009 ) . d /
—sf | 17 o [ SR~
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Wohlrab, R., Cdmara, J., Garlan, D., & S h erl, B. (2023). Explaining quality attribute tradeoffs in automated planning for self-adaptive systems. Journal of Systems and Software, 198, 111538. 9
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Markov Decision Process

mdp
formula goal = rLoc=6;

label "end" = rLoc=6 & !computeGo & barrier;

module module_1

rLoc : [0..6] init 1;

// moveTo

[moveTo_LP_L2_RP_] rLoc=1->0.0:(rLoc’=1) + 1.0:(rLoc’=2);

d distance

[\ large obstacle

A simple obstacle

| @ private
semi-private

% probabilities

[moveTo_LP_L4 RP_] rLoc=2 -> 0.2:(rLoc’=2) + 0.8:(rLoc’=4);
//...

endmodule

rewards “travelTime"
[moveTo LP_L2 RP_] rSpeed=0 & rLoc=1:1.0;
[moveTo_LP_L4_RP_] rSpeed=1 & rLoc=2:0.8;
endrewards multi(chnin [C]’ P21 [F© A G(_'®)]’ Rcsts [C])
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Generating data...

priority | priority | priority | cost of cost of cost of number | decision [ decision | decision

of travel | of safety | of travel safety privacy of steps | at at at

time privacy time Location | Location | Location
L1 L2 L3

0 0 1 50 100 10 25 L2 L4

0.1 0 0.9 50 100 10 25 L2 L4

0.2 0 0.8 50 100 10 25 L2 L4

0.3 0 0.7 45 96 20 22 L3 L6

\VAV/ANS =

Wohlrab, R., Cdmara, J., Garlan, D., & Schmerl, B. (2023). Explaining quality attribute tradeoffs in automated planning for self-adaptive systems. Journal of Systems and Software.
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Principal Component Analysis (PCA)

0.5 Priority of safety
[ J
oo less important than the other priority variables
_dis
S
L strongly correlated
& 00 \ negatively correlated
s SkmTravelTime ° _
o Priority of travel time L L?S_tdISt
Priority of privacy
-0.5 1
L13_dist
-1.0 1
1.0 0.5 0.0 0.5 1.0

PC1 59.68 %
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Generating data...

priority | priority | priority | cost of cost of cost of number | decision [ decision | decision

of travel | of safety | of travel safety privacy of steps | at at at

time privacy time Location | Location | Location
L1 L2 L3

0 0 1 50 100 10 25 L2 L4

0.1 0 0.9 50 100 10 25 L2 L4

0.2 0 0.8 50 100 10 25 L2 L4

0.3 0 0.7 45 96 20 22 L3 L6
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2 -
1 —
5 . []
S 0- s - |
-1 -
-2
C1 (42.2%) C2 (38.6%) C3 (12%) C4 (7.2%)
“the balanced” “the fast” “the privacy-focused” “the moderatel
Clusters brivacy . y
privacy-focused
. Priority of safety .~ Priority of privacy l Sumintrusions
Vanables Priority of travel time SumTravelTime SumCaollisions
Wohlrab, R., Cdmara, J., Garlan, D., & Schmerl, B. (2023). Explaining quality attribute tradeoffs in automated planning for self-adaptive systems. Journal of Systems and Software. 14
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Other application domains for tradeoff explanations

» Software architecture
* Smart manufacturing
* Cloud-based systems design (thesis with Volvo Cars)

changeDrugPTS

changeDosePTS

TAS1
(TASWorkflowT)

sendAlarmPTS

analyzeDataPTS

Caller3

Callerl —~ Callee3

(Y
Cc2

(HttpConnT)
Caller0 —~ Callee0

1\
c3
(HttpConnT)

changeDrugPD

D1
(DrugServiceT)

changeDosePD

Caller2 —~ Calleel
/)

Cc1
(HttpConnT)

Callee2

sendAlarmPAS
AS3
(AlarmServiceT)

CO (HttpConnT)

> Port
—O— Connector

[ component

analyzeDataPS

S5
(MedicalServiceT)

Cadmara, J., Wohlrab, R., Garlan, D., & Schmerl, B. (2023). ExTrA: Explaining architectural design tradeoff spaces via dimensionality reduction. Journal of Systems and
Software, 198, 111578.
Cadmara, J., Wohlrab, R., Garlan, D., & Schmerl, B. (2023). Focusing on What Matters: Explaining Quality Tradeoffs in Software-Intensive Systems via Dimensionality

Reduction. IEEE Software.
Garlan, D., Schmerl, B., Wohlrab, R. & Camara, J. (2024). Challenges in Creating Effective Automated Design Environments: an experience report from the domain of

generative manufacturing. In Designing. 15

WALLENBERG Al
AUTONOMOUS SYSTEMS
AND SOFTWARE PROGRAM




The Gates and Hillman Centers
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Hillman Center

Qualities in automated mission planning

. Option 1:
Starti— ) Ny Travel time
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PRIVATE ™" | PRIVATE = Safety Safety

(collision avoidance) Privacy
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— Privacy Option 2: .
Travel time @
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I /PARTIALLY

§COLLISION PRONE Ogtlon 3:

Travel time
 Problems:
Safety

* Autonomous systems often do not allow §priyacy
b= for changing priorities of objectives at
. s runtime
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\, Goal * Tradeoffs tend to be opaque
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Self-adaptive systems

* A self-adaptive system is a system that can handle changes and uncertainties in
its environment, the system itself, and its goals autonomously.

Autonomic manager

Analyze Plan

Monitor Knowledge\é

é Managed element >

Weyns, D. (2020). An introduction to self-adaptive systems: A contemporary software engineering perspective. John Wiley & Sons.
Kephart, J. O., & Chess, D. M. (2003). The vision of autonomic computing. Computer, 36(1), 41-50. 17
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Update & analyze
health Analytic
models

Analyze Mission
progress

Update & assess
task progress of
robot(s)

Generate
environment
model

Scene
Reconstruction
model

To Cle Cle

Analyze
L2: Comprehension
L3: Projection

~ Analyze safety &
quality constraints.

- Check for task
transition events
and states.

- Generate additional

warnings &
Qacom mendations.

&

~ Inspect warnings &
recommendations.

Analyze safety &
quality constraints.

= Check for mission
progress.

(7

Fast machine
Cadence, strictly
ordered by
MAPE-K loop.

Much slower
human cadence.
Human dictates

oK)
|

interaction order |-

Plan

B )

Reconfigure goals & - Machine autonomously
plans. Goals temporarily adapts mission level
frozen to prevent goals and task
human-machine ?95 specifications.

thrashing. ~ Individual machine

specifications and are
updated as needed.

Interactively update

- Explore the space

Monitor
L1: Perception J

an:

~ Poll and/or receive
data from sensors.

~ Preprocess &

aggregate data if
needed.

~ Generate primitive

warnings &
\recommendation S.

i

Knowledge

Base
Models@run.time

alert preferences.

/

- Complement sensor
data with
<§ ‘observations’.

~ Monitor mission
progress using Uls &
the physical
real-world mission.

Sensors

- Physically engage in

\-

Cleland-Huang, J., Agrawal, A., Vierhauser, M., Murphy, M., & Prieto, M. (2022). Extending MAPE-K to support human-machine teaming. In SEAMS (pp. 120-131).

- Execute tasks.
the mission in
collaboration with
the machine (e.g.,
switch out batteries,
rescue victimsina
boat)

= Generate explanations
& confidence for
autonomous behavior.

~ Update state to reflect

current execution.

Effectors

=
]
O

oS
()
O

=S
=S

Adapt & update
Goal Model

Adapt & update
Mission Plans

Reconfigure
onboard State
Machine(s)

Update Alerts &
Recommendation
model

Update all state-
related models

Leverage explanation
models used to
explain actions
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Architecture: Elicitation and Explanation Framework

reads/updates >
! EKnowledge basej
User Dashboard executes R '
I N £'I i § t
'®) nput Elicitation Plan Visualization 3 wh Robot
Explanation updates = ’@1 executes

Wohlrab, R., Vierhauser, M. & Nilsson, E. (2024). What Impact do my Preferences Have? A Framework for Explanation-Based Elicitation of Quality Objectives for
Robotic Mission Planning. In 30th International Working Conference on Requirement Engineering: Foundation for Software Quality. 19
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Participants

Part. Occupation Experience with technical
jects
| Engineering manager 3-5 yrs.
2 Graduating software development student 1-2 yrs.
3 Graduating software engineering student  1-2 yrs.
4 Software developer 6+ yrs.
5 Backend developer 3-5 yrs
6 Cloud engineer/architect 6+ yrs.
7 UX-design student 0 yrs.
8 Consultant manager 6+ yrs.
9 Software architect 6+ yrs.
10 Product owner 6+ yrs.

Wohlrab, R., Vierhauser, M. & Nilsson, E. (2024). What Impact do my Preferences Have? A Framework for Explanation-Based Elicitation of Quality Objectives for
Robotic Mission Planning. In 30th International Working Conference on Requirement Engineering: Foundation for Software Quality. 20
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Map
GHC7-map0 v
Start
L1 X
End
32 X
Safety ®
| extremely prefer Travel
Time
Privacy ®
| very strongly prefer
Travel Time
Privacy R—

equally prefer

Travel Time Safety
0.8 0.1
Privacy
0.1

Show optimal path for:
Cost Function X  Travel Time X

Safety X Privacy X

Generate interactive explanation

Travel
Time

Travel
Time

Safety

Optimized for cost function
Travel Time Cost: 8.05
Safety Cost: 6.00

Privacy Cost: 7.00

Optimized for travel time
Travel Time Cost: 7.55
Safety Cost: 8.00

Privacy Cost: 13.00

Optimized for safety
Travel Time Cost: 8.05
Safety Cost: 6.00

Privacy Cost: 7.00

Optimized for privacy
Travel Time Cost: 8.05
Safety Cost: 6.00

Privacy Cost: 7.00

Travel Time is the highest weight. However, the optimal path for these weights is not the

fastest path. The optimal path is 1.33 times as safe and 0.54 times as intrusive, while

only being 0.94 times as fast.

The optimal path is the same for the following attributes: [[Privacy, Cost Function,

Safety]]

Important nodes in the graph are: [L8, L17, L25, L31]. These nodes acts like hubs, where

the optimal paths for the chosen attributes either diverge or converge.

= o)) SAFE: 0
> o;
Safety Path
Privacy Path
Cost Function Path
@ 0.7

-

90

- ="
650

0.80

‘L13

)

(




Method for Utility Function Definition

* Based on the Analytic Hierarchy Process
(AHP) — pairwise comparison of quality
attributes

U(m) = 0.8:-safety(m)+0.1-duration(m)+0.1-privacy(m)

Individually by each stakeholder
=i [not consis}ent] [no agreement]

(A) Create an AHP l (B) Check for \H ’| (C) Check for »| (D) Negotiate and
\ matrix 4 consistency /" | agreement 5 reprioritize

Saaty, R.: The analytic hierarchy process—what it is and how it is used. Mathematical Modelling 9(3), 161-176 (1987)
Wohlrab, R., & Garlan, D. (2023). A negotiation support system for defining utility functions for multi-stakeholder self-adaptive systems. Requirements Engineering, 28(1), 3-22. 22
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Create an AHP matrix

* Pairwise comparison of qualities

* Extremely preferred 9
Very strongly preferred 7
Strongly preferred 5
Moderately preferred 3
Equally preferred 1

* Creation of a reciprocal matrix A

* Normalized principal eigenvector
of the matrix A represents the
relative priorities of the qualities

U(m) = 0.799-safety(m)+0.105-duration(m)+0.096-energy(m)

Travel time Safety Privacy

Travel time 1 9 7
Safety  1/9 1 1
Privacy 1/7 1 1
A
N
Safety ® Travel
| extremely prefar Travel Time
Time
Privacy © Trave
| very strongly prefer fime
Travel Time
Privacy — Safety

aqually preter

Principal eigenvalue: 4,4, = 3.01

Corresponding normalized eigenvector:
(0.799, 0.105, 0.096) 23
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Evaluation

Listing costs

Visualizing optimal path
Textual contrastive explanation
Comparing paths

Tooltips of overlapping paths
Description of important nodes
Description of equal paths

Tooltips of costs

0%
0%
0%
0%
14%
29%
29%
57%

100

Response

50

very unhelpful

Percentage

unhelpful

50 10

100%
100%
86%
86%
71%
57%
29%
29%

0

neutral helpful [ very helpful

\VAV/ANS =
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1) When should systems provide
’ D what kinds of explanations?
What S neXt ’ (in runtime robot mission planning, when

cybersecurity attacks happen, when developers —
make design decisions, ...) Explainability [1]

Monitoring [4]

What does the human do?

[

What does the human want the robot to do?

/ Preference elicitation [2, 3] \

2) How can systems elicit
éé humans’ preferences
in different contexts?
.

3) When and how should robots initiate collaborative tasks?

- \ 7

What does the robot want the human to do?

What does the robot do?

O

4) How can systems deal
with conflicting
requirements?

)y

\

~——

How can multiple human

This Photo by Unknown

@ users find a consensus on
Author is licensed \_/
under CC BY-SA-NC

what the robot should do?


https://ocw.tudelft.nl/course-lectures/3-0-1-turtlebot-introduction/
https://creativecommons.org/licenses/by-nc-sa/3.0/

ShiftLeft —a WASP NEST project

Reused Library Human-in-the-loop Explanation & Visualization
1 7 I s A F ) -
M ¢ . Commi Consult
aven B code
Application - TEE— ;. e k’
code g
Developer Dashboard
o A
Configurations l Interact
¢Push code
Continuous analysis platform
Commit Result
history ‘ Policy, Analysis, oMlS
- 7 Monitoring, 06 >
. SR ry
Trigger ’ Prioritization
: analysis
GitHub Server
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Thank you!
Rebekka Wohlrab
wohlrab@chalmers.se

This Photo by Unknown
Author is licensed
under CC BY-SA-NC
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