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The Computer
for the 21st Century

Specialized elements of hardware and software,
connected by wires, radio waves and infrared, will be
so ubiguitous that no one will notice their presence

he most profeund technologies

are those that disappear. They

weave themselves into the fabric
of everyday life until they are indistin-
guishable from it.

Consider writing, perhaps the first
information technology. The ability to
represent spoken language symbolical-
ly for long-term storage freed informa
tion from the Hevits of individual mem-
ary. Today this technology s ubigqui-
tous in industrialized countries. Not
anly do books, magazines and newspe-
pers comvey written information, but so
do street signs, billboards, shop signs
and even graffiti. Candy wrappers are
covered in writing, The constant back-
ground presence of these products of
“literacy technology” does not require
active attention, but the information to
be wemsmitted is ready for use at a
glance. It s difficult to imagine moderm
life otherwise.

Silicon-bated information technology,
in contrass, is far from having become
part of the environment. More than 50
million personal computers have been
s0ld, and the computer nonetheless re-
mains largely in a warld of its own. It
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ts approachable only through compiex
Jjargon that has nothing to do with the
fasks for which people use computers,
The state of the art 1s perhaps analo-
gous to the period when scribes had to
know as much about making ik or
baking clay as they did about writing.

The arcane aura that surrounds per-
sonal COMPULESS 1S HOL Just & “User in-
terface” problem. My colleagues and 1
at the Xerox Palo Alto Research Center
think that the idea of a “personal” com-
puter itself is misplaced and that the
wision of laptop machines, dynabooks
and "knowledge navigators” 1s only a
transitional step toward achieving the
real potential of information technolo-
gy- Such machines cannot truly make
computing an integral, invisible part of
peaple's Eves. We are therefore trying to
conceive a new way of thinking about
computers, one that takes inte account
the human world and allows the com-
puters themselves to vanish nto the
background.

uch a disappearance is a funda-
‘mental consequence not of tech
nology but of human psycholo:
&Y. Whenever people learn something
sufficienthy well, they cease to be aware
of it. When you look at a street sign,
for example, you absarb its informa-
tion without consclously
the act of reading, Computer sclentist,
economist and Nobelist Herbert A,
man «calls this phenomenon “compil:
ing": philosopher Michael Polanyl calls
it the tacit dimerssion”; psychologist
1. J. Gibson calls it "visual invariants”;
niosophers Hans Georg Gadarmer and
Martin Heidegger call it the * m:lnzun
and the “ready-to-hand”; John
Erown of PARC calls it the pﬂ‘imlﬁ
ry." All say, in essence, that only when
things disappear in this way are we
freed o use them without thinking and
50 10 focus bevond Mem on new goals.
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The idea of integrating compaters
seamlessly into the world at large uns
counter 0 a mumber of present-day
wrends, “Ulquitous computing” in this
context does not mean just compaters
that can be carried to the beach, jun-
gle or alrport. Even the most powerful
notehook computer, with access to a
worldwide information nerwork, stll
focuses attention on a single hox. By
analogy with writing. carrying a super-
1zptop Is like owning just one very im-
portant book. Customizing this book,
«even writing millions. of other books,
does not begin to capture the real pow-
er of it

Furthermore, although ubiquitous
computers may use sound and video
in addition to text and graphics, thm
does not make then “rul
puters.” Today's multimedia mhm
makes the computer screen into a de-
manding focus of artention rather than
allowing it to fade into the background.

Perhaps most diametrically opposed
10 our vision Is the notion of virtual re-
ality, which attempts 1o make a world
inside the computer. Users don special
goggles thar project an artificial scene
onto their eyes; they wear gloves or
even bodysuits that sense their mo-
tions and gestures so that they can
move about and manipulate virtual ob
Jects. Although it may have Its purpose
in allowing people to explore realms
otherwise inaccessible—the insides of
cells, the surfaces of distant planets, the
information web of data bases—virtu-
al reality Is anly a map, not  territo-
ry. It excludes desks, offices, other peo-
ple no wearlng goggles and bodysults,
weather, trees, walks, chance encoun
ters and, in general, the infinite rich
ness of the universe. Virtual reality fo-
cuses an enoemous apparatus on simi:
lating the world rather than on invisihily
enhancing the world that already exists.

Indeesd, the opposition between the



Key Insight of Mark Weiser

“The most profound technologies are
those that disappear. They weave
themselves into the fabric of everyday life

until they are indistinguishable from it.”



The Quest for Weiser’s Vision

Creation of environments saturated with computing and communication,

yet gracefully integrated with human users.

A 30-year quest for this holy grail

1991 “Ubiquitous Computing” original name given by Mark Weiser
late “Pervasive Computing” originally used by IBM

1990s also IEEE Pervasive Computing

to early

2010s and many other uses

today “Internet of Things” (loT) widely used today

omission of human-centric viewpoint



2004 Thought Piece in IEEE Pervasive Computing

*a'f" From the Editc

Editor in Chief: M. Satyanarayanan B Carnegie Mellon and Intel Research M satya@cs.cmu.edu

Augmenting Cognition

M. Satyanarayanan

n his futuristic essay “As We May
Think,” written nearly 60 years ago,
Vannevar Bush imagined the existence
of a device called a “Memex” that would
extend and amplify human thought.!
This is one of the earliest descriptions of

using computing to augment human
cognition. Until then computmg devices
were seen primarilv as engines that could

highly demanding cognitive environment
such as an aircraft cockpit or a nuclear
submarine’s control room. If presented
unfiltered, the total volume of raw data
available in these settings would over-
whelm a human operator, hurting his or
her ability to perform essential cognitive
functlons Only by keeping this data
db |

quality of life. It can also significantly
reduce the attention demanded from care-
givers. Indeed, the Applications depart-
ment in this magazine’s inaugural issue
described how an elder care facility in
Oregon uses pervasive computing tech-
nologies. Recognizing the growing impor-
tance of the topic, this issue focuses on the
role that pervasive computing technolo-

“For example, imagine a wearable
computer with a head-up display in the
form of eyeglasses and with a built-in
camera for continuous face
recognition. This would offer the
essentials of an augmented-reality
system to aid cognition. When you
look at a person, his or her name could
pop up, possibly with additional cues to
guide your greeting. Such “magic
glasses” could transform your
environment.”



“It is hard to predict when systems of this kind will become
off-the-shelf products. At the moment, they do not exist
even as lab prototypes. Fortunately, compelling visions of
the future have a habit of becoming true sooner than most

people think possible.”



II. Reality

2015 to 2021

NSF Large CNS-1518865: “Wearable Cognitive Assistance”
co-Pls: Martial Hebert, Roberta Klatzky, Dan Siewiorek

* What happened during 2004 to 2015? Wait until Part 11l



“Towards Wearable Cognitive Assistance”
Ha, K., Chen, Z., Hu, W., Richter, W., Pillai, P., Satyanarayanan, M.
Proceedings of the Twelfth International Conference on Mobile Systems, Applications, and Services (MobiSys

2014), Bretton Woods, NH, June 2014

“Early Implementation Experience with Wearable Cognitive Assistance Applications”
Chen, Z., Jiang, L., Hu, W., Ha, K., Amos, B., Pillai, P., Hauptmann, A., Satyanarayanan, M.
Proceedings of WearSys 2015, Florence, Italy, May 2015

“An Empirical Study of Latency in an Emerging Class of Edge Computing Applications for

Wearable Cognitive Assistance”
Chen, Z., Hu, W., Wang, J., Zhao, S., Amos, B., Wu, G., Ha, K., Elgazzar, K., Pillai, P., Klatzky, R., Siewiorek,

D., Satyanarayanan, M.
Proceedings of SEC 2017, San Jose, CA, October 2017

"Towards Scalable Edge-Native Applications“
Wang, J, Feng, Z., George, S., lyengar, R., Pillai, P., Satyanarayanan, M.
Proceedings of SEC 2019), Washington, DC, November 2019

“Ajalon: Simplifying the authoring of wearable cognitive assistants”
Truong An Pham,Junjue Wang,Roger lyengar,Yu Xiao,Padmanabhan Pillai,Roberta Klatzky,Mahadev

Satyanarayanan
Journal of Software Practice and Experience, Vol. 51, No. 8, May 2021




Wearable Cognitive Assistance

“Look and feel of AR, with functionality of Al”’
Wearable Ul with wireless offload to cloudlet

Real-time cognitive engines on cloudlet (microservices)
* scene analysis
» object/person recognition
» speech recognition
* language translation
« planning, navigation
* question-answering technology

“An Angel on Your Shoulder”  * voice synthesis
Project Gabriel * real-time machine learning
http://gabriel.cs.cmu.edu . ...

Low latency response is crucial



Human Cognition is Amazing

Fast, accurate and robust

- face detection under hostile conditions < 700 ms
(low lighting, distorted optics)

- face recognition 370 ms — 620 ms

 is this sound from a human? 4 ms

* VR head tracking <16 ms

To be “superhuman” we need to beat these speeds

Leave time for additional software processing (e.g. database lookup) to add value to user



Task-specific Assistance
Example: cooking

passive recipe display

Chicken with Roasted

St ep 417 Tomatoes

-
OLIVERS o
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Heat 1 tablespoon oil in a large

skillet funtil oll sizzles)

versus active guidance

“Wait, the oil is not hot enough”



Inspiration: GPS Navigation Systems

Turn by turn guidance
 Ability to detect and recover

* Minimally distracting to user
Uses only one type of sensor: location from GPS

Can we generalize this metaphor?



Gabriel Architecture

(PaaS for Wearable Cognitive Assistance)

Cognitive Modules:.

Wireless . Face recognition
connection : {Control Module
e N | Object Recognition
; (MOPED)
Wearable device | . Device
. ‘q Video/Acc/GPS/... g Object(légl_(l::c;gnition

m OCR
g Context Inference n

A

Motion classifier

= Sensor flows

Activity Inference

<— Cognitive flows 4 User Guidance =
1 VM or container | Module

boundary C I ou d IEt

Augmented Reality

{. .. many others...



Baby Steps: 2D Lego Assembly

Very first proof-of-concept (September 2014)
Deliberately simplified task to keep computer vision tractable

2D Lego Assembly (YouTube video at http://youtu.be/uy17Hz5xvmY)




On Each Video Frame

(a) Input image (c) Detected board

(d) Board border (e) Perspective corrected (f) Edges detected

(i) Unrotated (i) Color quantized (j) Partitioned (j) Matrix (k) Synthesized

(g) Background subtracted (h) Side parts added (h) Lego detected
"'"'"' .""__"‘. 110, 3, 3, 3, 3, 0], B B

r M) 13,3,3,1,1,3],

.. |. '1 10,6,1,6,1,1], [ |
| 10,1,1,1,1,0],
. [4,4,6,4,4,4],
[4,4,6,4,4,4],
L _l [1,4,4,4,4,1],
K 10,5,5,5,5, 0],
L 10,5,0,0,5, 0],

6,0, 6,6




When Milliseconds Matter

Ping-pong assistant
(https:/lwww.youtube.com/watch?v=_lp32sowyUA)




Assembling an IKEA Kit

IKEA kit assistant

(https://lwww.youtube.com/watch?v=qDPuvBWNIUs&index=5&list=PLmrZVvFtthdP3fwHPy_4d610DvQY_RBgS)




Many Use Cases ...

e,

=

Medical training Self-Instrumentation Strong willpower



Where Does Time Go?
a2 D

Generate
| | Guidance

[ Server:
Symbolic
| | Representation

Net:
Transmit
Frame

Device:
Compress
Frames

Pool Pingpong Workout Face Lego Drawing Sandwich

Network time (green & blue) varies between cloudlet & cloud
Yellow (processing) is similar on cloudlet and cloud
Sandwich is huge outlier: deep neural network (DNN) classifier w/o GPU



Escalation to Human Expert

Perfecting software is a long and arduous process

How hard do we have to work on WCA applications?
 Many common errors by humans in a specific task
* But also rare errors, not often repeated

* Expensive to implement software to catch every one

A
Remote
Expert

Solution: Escalate to a human via Zoom
(exception handling)

Example: factory setting

WCA enables many workers per expert Worker with

. ) . Just-in-Time Guidance
Contrast with Microsoft 365 Dynamic Cloudlet

Remote Assist (one expert per worker)




lll. Challenges

2021 to ?7?7?



What Happened in the “Lost Decade” ?

@i 2004-2015

LR D,ﬁ - Pause for
Wearable Translator o K | Iouﬂdaltior.‘a'
echnologies

Cognltlve A DNN-b.a.s ed Wat to catch up

| Cognitive atson
Al ith
gorithms Google Glass™

* Cloudlets

Edge Wearable
EDGE ti .
@open C(;?P/u m\%\ B Computing Hardware ~ Microsoft Hololens
N\ ¥

Intel Vaunt



We may need a similar pause (hopefully not a decade!)
for foundational technologies to catch up before use of
Wearable Cognitive Assistance becomes widespread

adult emerges
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What Needs to Happen?

. Widespread use of Edge Computing (chicken or egg?)

. Wearable devices (chicken or egg?)

5G wireless networks (happening anyway)
Continued improvements in ML-based computer vision (happening anyway)

Software tools to simplify and speed up development (who will do this?)



State of WCA Development Today

15 units of course credit for a Master’s
student in Computer Science
— ~200 person-hours of time

An already-experienced WCA developer
will likely take less time for this task
(half? two-thirds?)

For comparison: a high school student
can create a decent Web site in a few
hours today on her first try

Tools have to be created/improved to yield
one to two orders of magnitude speedup

Has to be done in the context of real use
cases, not toys

RASKOG

Utility cart, gray-green, 13 3/4x17
3/4x30 3/4 ™"

$29.99



Hourglass Metaphor

Emergent
Technologies

Open
Platform

Foundational
Technologies



The Butterfly Waiting to Emerge

A New World,
Yet to Be Created

Rich ecosystem of
WCA apps and tools
to create them

=
Edge Computing, 5G, 5G t
Machine Learning, <

Computer Vision
Wearable devices

Wearable
devices

Vodafone Business Distributed Edge Computing
with AWS Wavelength




Ongoing Partnerships

AutoDesk
 Digital Triplets for Born-Digital Objects

Deloitte
« Customer-driven Use Cases of Wearable Cognitive Assistance
 The Smart Factory @ Wichita




What is a Digital Triplet?

“Digital Twin” — high-fidelity software implementation of a physical object
» used in simulations, visualizations, etc as stand-in for the real object

+ extent of fidelity varies, depending on goal of twin

“Digital Triplet” — highly accurate software detector of a physical object



Our Research Hypothesis

“For born-digital objects, it is feasible to fully automate the creation

of digital triplets for wearable cognitive assistance. Zero manual

effort is needed to achieve the necessary accuracy.”




Closing Thoughts

Humans are the standard against which Al is measured

Evolution took 10° years to evolve humans and their specialized neural circuits
We can’t wait that long! We want progress in 10 years at most

Wireless edge offload is key to this accelerated progress

Allows real-time use of resources far beyond what could be worn or carried by humans
* larger
* heavier
* heat-dissipative
* energy-hungry



