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I. Vision
1991 to 2004
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Mark Weiser (1952-1999)



4 2019-2022 M. Satyanarayanan

Key Insight of Mark Weiser

“The most profound technologies are 

those that disappear.  They weave 

themselves into the fabric of everyday life 

until they are indistinguishable from it.”
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The Quest for Weiser’s Vision 
Creation of environments saturated with computing and communication, 

yet gracefully integrated with human users.

widely used today
omission of human-centric viewpoint

“Internet of Things” (IoT)today

originally used by IBM
also IEEE Pervasive Computing
and many other uses

“Pervasive Computing”late 
1990s
to early 
2010s

original name given by Mark Weiser“Ubiquitous Computing”1991

A 30-year quest for this holy grail
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2004 Thought Piece in IEEE Pervasive Computing

“For example, imagine a wearable 
computer with a head-up display in the 
form of eyeglasses and with a built-in 
camera for continuous face 
recognition.  This would offer the 
essentials of an augmented-reality 
system to aid cognition.  When you 
look at a person, his or her name could 
pop up, possibly with additional cues to 
guide your greeting. Such “magic 
glasses” could transform your 
environment.”
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“It is hard to predict when systems of this kind will become 
off-the-shelf products. At the moment, they do not exist 
even as lab prototypes. Fortunately, compelling visions of 
the future have a habit of becoming true sooner than most 
people think possible.”
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II. Reality
2015 to 2021*

NSF Large CNS-1518865: “Wearable Cognitive Assistance”
co-PIs: Martial Hebert, Roberta Klatzky, Dan Siewiorek

* What happened during 2004 to 2015?  Wait until Part III
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‘‘Towards Wearable Cognitive Assistance’’
Ha, K., Chen, Z., Hu, W., Richter, W., Pillai, P., Satyanarayanan, M.
Proceedings of the Twelfth International Conference on Mobile Systems, Applications, and Services (MobiSys
2014), Bretton Woods, NH, June 2014

“Early Implementation Experience with Wearable Cognitive Assistance Applications”
Chen, Z., Jiang, L., Hu, W., Ha, K., Amos, B., Pillai, P., Hauptmann, A., Satyanarayanan, M.
Proceedings of WearSys 2015, Florence, Italy, May 2015

“An Empirical Study of Latency in an Emerging Class of Edge Computing Applications for 
Wearable Cognitive Assistance”
Chen, Z., Hu, W., Wang, J., Zhao, S., Amos, B., Wu, G., Ha, K.,  Elgazzar, K., Pillai, P., Klatzky, R., Siewiorek, 
D., Satyanarayanan, M.
Proceedings of SEC 2017, San Jose, CA, October 2017

"Towards Scalable Edge-Native Applications“
Wang, J, Feng, Z., George, S., Iyengar, R., Pillai, P., Satyanarayanan, M.
Proceedings of SEC 2019), Washington, DC, November 2019

“Ajalon: Simplifying the authoring of wearable cognitive assistants”
Truong An Pham,Junjue Wang,Roger Iyengar,Yu Xiao,Padmanabhan Pillai,Roberta Klatzky,Mahadev
Satyanarayanan

Journal of Software Practice and Experience, Vol. 51, No. 8, May 2021
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Wearable Cognitive Assistance
“Look and feel of AR, with functionality of AI”

Wearable UI with wireless offload to cloudlet

Real-time cognitive engines on cloudlet (microservices)
• scene analysis 
• object/person recognition
• speech recognition 
• language translation
• planning, navigation
• question-answering technology
• voice synthesis 
• real-time machine learning
• 

Low latency response is crucial

“An Angel on Your Shoulder”
Project Gabriel

http://gabriel.cs.cmu.edu
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Fast, accurate and robust

Human Cognition is Amazing

To be “superhuman” we need to beat these speeds 
Leave time for additional software processing (e.g. database lookup) to add value to user

< 16 ms• VR head tracking  

4 ms• is this sound from a human?

370 ms  ̶ 620 ms• face recognition

< 700 ms• face detection under hostile conditions
(low lighting, distorted optics)
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passive recipe display

versus active guidance

“Wait, the oil is not hot enough”

Task-specific Assistance
Example: cooking
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Turn by turn guidance

• Ability to detect and recover 

• Minimally distracting to user

Uses only one type of sensor:  location from GPS

Can we generalize this metaphor?

Inspiration: GPS Navigation Systems
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Gabriel Architecture
(PaaS for Wearable Cognitive Assistance)

Device
Comm

UPnP

PubSubWearable device

Face recognition

User assistance

Object Recognition
(STF)

OCR

Motion classifier

Activity Inference

Augmented Reality

Object Recognition
(MOPED)

Control Module

Video/Acc/GPS/
sensor streams

Sensor control Context Inference

Cloudlet

User Guidance
Module

Cognitive Modules

Sensor flows
Cognitive flows
VM or container

boundary

Wireless
connection

 many others
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Baby Steps: 2D Lego Assembly

Very first proof-of-concept (September 2014)

Deliberately simplified task to keep computer vision tractable

2D Lego Assembly (YouTube video at http://youtu.be/uy17Hz5xvmY)
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On Each Video Frame

(a) Input image (b) Detected dark parts (c) Detected board

(d) Board border (e) Perspective corrected (f) Edges detected

(g) Background subtracted (h) Side parts added (h) Lego detected

(i) Unrotated (i) Color quantized (j) Partitioned (j) Matrix (k) Synthesized
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When Milliseconds Matter

Ping-pong assistant
(https://www.youtube.com/watch?v=_lp32sowyUA)
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Assembling an IKEA Kit

IKEA kit assistant
(https://www.youtube.com/watch?v=qDPuvBWNIUs&index=5&list=PLmrZVvFtthdP3fwHPy_4d61oDvQY_RBgS)
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Many Use Cases 

Medical training Strong willpower

Industrial troubleshootingAssembly instructions

Self-Instrumentation



20 2019-2022 M. Satyanarayanan

Where Does Time Go?

Network time (green & blue) varies between cloudlet & cloud
Yellow (processing) is similar on cloudlet and cloud
Sandwich is huge outlier:  deep neural network (DNN) classifier w/o GPU

Pool Pingpong Workout Face Lego Drawing Sandwich

Cloudlets need GPUs, ASICs, etc; more cores is not enough
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Escalation to Human Expert
Perfecting software is a long and arduous process

How hard do we have to work on WCA applications?

• Many common errors by humans in a  specific task

• But also rare errors, not often repeated

• Expensive to implement software to catch every one

Remote
Expert

FactoryFactory
CloudletCloudlet

I
n
t
e
r
n
e
t

Guidance

Escalation

Worker withWorker with
JustJust--inin--Time GuidanceTime Guidance

to 
cloud

Solution: Escalate to a human via Zoom
(exception handling)

Example:  factory setting

WCA enables many workers per expert

Contrast with Microsoft 365 Dynamic 
Remote Assist (one expert per worker)
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III. Challenges
2021 to ???
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What Happened in the “Lost Decade” ? 

Siri
Watson

DeepFace

DNN-based
Cognitive

Algorithms

WearableWearable
Cognitive Cognitive 
AssistanceAssistance

Microsoft Hololens

Google Glass

Wearable
Hardware

Intel Vaunt

Edge
Computing

Cloudlets

2004-2015

Pause for 
foundational
technologies 
to catch up
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We may need a similar pause (hopefully not a decade!) 
for foundational technologies to catch up before use of 
Wearable Cognitive Assistance becomes widespread 

Dormant Period
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What Needs to Happen?
1. Widespread use of Edge Computing   (chicken or egg?)

2. Wearable devices (chicken or egg?)

3. 5G wireless networks  (happening anyway)

4. Continued improvements in ML-based computer vision  (happening anyway)

5. Software tools to simplify and speed up development  (who will do this?)
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State of WCA Development Today
15 units of course credit for a Master’s 
student in Computer Science
 ~200 person-hours of time

An already-experienced WCA developer 
will likely take less time for this task
(half?  two-thirds?)

For comparison:   a high school student 
can create a decent Web site in a few 
hours today on her first try

Tools have to be created/improved to yield
one to two orders of magnitude speedup

Has to be done in the context of real use 
cases, not toys

 25 parts



27 2019-2022 M. Satyanarayanan

Hourglass Metaphor

Foundational
Technologies

Emergent
Technologies

Open
Platform
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The Butterfly Waiting to Emerge

Edge Computing, 5G,
Machine Learning,
Computer Vision
Wearable devices

Rich ecosystem of
WCA apps and tools

to create them

A New World,
Yet to Be Created

Gabriel
+ others

Wearable
devices
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Ongoing Partnerships
AutoDesk

• Digital Triplets for Born-Digital Objects

Deloitte  

• Customer-driven Use Cases of Wearable Cognitive Assistance

• The Smart Factory @ Wichita
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What is a Digital Triplet?
“Digital Twin”  high-fidelity software implementation of a physical object

• used in simulations, visualizations, etc as stand-in for the real object

• extent of fidelity varies, depending on goal of twin

“Digital Triplet”  highly accurate software detector of a physical object
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Our Research Hypothesis

“For born-digital objects, it is feasible to fully automate the creation 

of digital triplets for wearable cognitive assistance. Zero manual 

effort is needed to achieve the necessary accuracy.”
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Closing Thoughts
Humans are the standard against which AI is measured

Evolution took 109 years to evolve humans and their specialized neural circuits

We can’t wait that long!   We want progress in 10 years at most

Wireless edge offload is key to this accelerated progress

Allows real-time use of resources far beyond what could be worn or carried by humans
• larger
• heavier
• heat-dissipative
• energy-hungry


