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User Privacy

Strongest algorithms for the
hardest problems

Robust devices without a
network dependency

Low energy and latency
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Person

28 year old female wearing glasses
looking happy.

From Late ‘14: Efficient ML Revolution

2014 __

2015 +

2016 -+

2017 T

15t Proof-of-Concept DL of Audio/IMU on Mobile [ HotMobile "15 |

Deepkar (15t DSP-based DL General Audio
Sensing) [ UbiComp ’15 ]

DL Smartwatch Activity Recognition
[ WristSense 16 |

15t time: VGG executing directly on a
commodity SmartWatch

18t time: Smartphone-scale DL on embedded
processors (e.g., MO/M3) [ SenSys '16 |

1sttime: Multiple DL Vision Models on Wearable
[ MobiSys "17 ]

Community Innovations
Algorithmic & Architecture Advances

* Node Pruning, Leverage Sparsity

*  SgueezeNet (50x AlexNet reduction)
* Low Precision (8/4 bit), Binarization
*  MobileNet, MCDNN, Custom Nets

Hardware Innovations
* Diannao and Cnviutin?
* Front-ends e.g., SNPE - Qualcomm
* TPU, FPGAs / Hybrids
* Analog from Digital Approaches
«  Spiking H/W & Approx. Corfipute



Model Compression
Example: Node Pruning

before pruning after pruning

pruning
synapses

-——

pruning
neurons

-

Related Methodologies

» Leveraging Sparsity

» Low Precision Results (8-bit etc.)

» Binarization of Networks

* MobileNet, MCDNN, Custom Nets
.. and even hardware approaches

Song Han, Jeff Pool, John Tran, William J. Dally, “Learning both Weights and Connections for Efficient Neural Networks", NIPS 2015

Model Compression
Example: Node Pruning

Accuracy Loss
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~50x gains

tiny accuracy
loss

Parametes Pruned Away

100%

Song Han, Jeff Pool, John Tran, William J. Dally, “Learning both Weights and Connections for Efficient Neural Networks", NIPS 2015
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e Xception
e DeepSpeech2
® ResNets

e GoogleNet
® Visualizing and Understanding Conv Nets

ML Efficiency is a
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Can we keep up with the upcoming
leaps in ML complexity? o .7

New Deep Learning -~ @
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What will an Efficient ML device
need look like in 20307

What will an Efficient ML device
need look like in 20307

(1) Rich Powerful ML Tasks

From Classification to Open-world
Weakly-supervised Reasoning

(2) 100s of ML Models e
per device (3) On-Device Leamning is
¥ S routine




Fundamental

#1: Think (i.e., leamn) Different
#2: Automated Specialization

#3: Sharing and Cooperation

Challenges
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T ~(eaming Frameworks/Tools

| Network / Distributed Sys,

Operating Systemn / Drivers

[ SoC Design

Processor Processor
-

Rethinking the complete stack
(and the leaming algorithms)
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Fundamental Challenges

#1: Think (i.e., leamn) Different

ain/inference Algorithms

Model Representations

#2: Automated Specialization

(Baming Frameworks/Tools |

Network / Distributed Sys,

Operating System / Drivers
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#3. Sharing and Cooperation

| SoC Design

Processor Processor
- -

Rethinking the complete stack
(and the leaming algorithms)

#1 Think (i.e., learn) Different
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#1 Think (i.e., learn) Different
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Input
[Crmmaa ) Feature Map
ol 13

ResNet-34 “=z L

=

ﬂ_ ______ B Output
Feature Map

B 31

Inflating deep models from functions
at inference: a new form of trading
memory for compute

32

[ IJCAI “18, SysML '18, submitted FPL "20] ™



Inflating deep models from functions
at inference: a new form of trading

memory for compute

[1JCAI 18, SysML '18, submitted FPL 20 ]

18]13
9| 6|12

ResNet-34

Inference is
radically different..

33

Base Generation
—
flx,y,2)

e.g., OVSF orthogonal
binary basis

35



Inference is
radically different..

Top1
Accuracy (%)
91.15
91.02
i 92.46 i Base Generation
L_____________________92?_2: Module
f(xy,2)
91.16 e.g., OVSF orthogonal
91.33 binary basis

Dataset; CIFAR-10

36

[1JCAI 18, SysML '18, submitted FPL 20 ]

Maximizing efficiency potential
through hardware

CNN Engine
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Off-chip Memory

[ IJCAI ‘18, SysML "18, submitted FPL '20 ]
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Maximizing efficiency potential
through hardware

150
;5 ResNet34 — Xilinx Zyng 7045 [ Tay82 Dataset: ImageNet
— 125¢
o — . EEN OV5F50 Compression  Params Accuracy
= 100} 94.1 : : (ResNet34) ) (%)
n 1 1
© I 1 21.8 783
m 75t : :
~ 1 1
o ol i I 17.4 72.7
3 : i 36.5

1
?g 250 16.4 i : 18.0 17.2 72.1
n L J
1.125 2.25 4.5

Off-chip Memory Bandwidth (GB/s)

40

[1JCAI 18, SysML '18, submitted FPL 20 ]

Fundamental Efficient ML Challenges

#1: Think (i.e., leamn) Different

ICSS 2

=i Leaming Framewaorks/Tools

[ Network / Distributed Sys,

Operating Systern / Drivers

#3: Sharing Memory and Compute

SoC Design

Processor Processor
-

Rethinking the complete stack
(and the leaming algorithms)




#2 Automated Specialization
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#2 Automated Specialization

r

Design Tools [k {0 e — -~ g~ —— = ===

i

AMBITION: Automated
synthesis of ML models
specialized for a target
chip/platform and task that
B exceeds expert hand-design

A

Joint Optimization of Hardware
Operation and Neural Architecture

DNN Design Hardware ([ Co-Design of DNN

Operation ‘ and Hardware Operation
@ % VS

o [ +

o/

— J

conventional approach joint optimization

[ INTERSPEECH 19, INTERSPEECH '20, EECV "20, DAC '20, NeurlPS 20 ] -



Joint Optimization of Hardware
Operation and Neural Architecture

Dataset: Librispeech

WER festoeay  Speedup

[ INTERSPEECH 19, INTERSPEECH '20, EECV ‘20, DAC "20, NeurlPS ‘20 | v

Joint Optimization of Hardware
Operation and Neural Architecture

Dataset: Setd

LPIPS Mult-Adds @) Params K
ESRGAN 0.074 1034.1 16,697
FEQE

AutoCAML

AutoCAML (671K) ESRGAN (16,697k)

-5

[ INTERSPEECH 19, INTERSPEECH '20, EECV '20, DAC '20, NeurIPS ‘20 ] -



Joint Optimization of Hardware
Operation and Neural Architecture

DNN Design Hardware , Co-Design of DNN
Operation ‘ and Hardware Operation
@ — E VS
Chut - x ] + E
~_ @/ - J - J
conventional approach joint optimization
[ INTERSPEECH 19, INTERSPEECH '20, EECV *20, DAC '20, NeurlPS 20 | v

Joint Optimization of Hardware
Operation and Neural Architecture

Design

2

N

o

)

Accelerator

E

o/

conventional approach

VS

Co-Design of
and Accelerator

@*

joint optimization

S

[ INTERSPEECH 19, INTERSPEECH '20, EECV "20, DAC '20, NeurlPS 20 ] 50



Joint Optimization of Hardware
Operation and Neural Architecture

= @  AutoCAML

+ EW"X

Controller Evaluator

Propose {CNN, Accelerator}
CNN Search Space il |Accuracy| [ Latency |

S ST |
Accelerator Design Space | |« Multiobjective Reward | Power :

[ INTERSPEECH 19, INTERSPEECH '20, EECV ‘20, DAC "20, NeurlPS ‘20 |

Joint Optimization of Hardware
Operation and Neural Architecture

.0 AuccAML
= 9% 4 fe]on

Controller Evaluator

Propose {CNN, Accelerator}
CNN Search Space -l | Accuracy | [ Latency

S ST jm—————
Accelerator Design Space | |« Multiobjective Reward | Power :

CHaiDNN

[ INTERSPEECH 19, INTERSPEECH '20, EECV "20, DAC '20, NeurlPS 20 ]



Joint Optimization of Hardware
Operation and Neural Architecture

¢_

o

Controller

CNN Search Space

> 4 |i-mn{mn

AutoCAML

%

Propose {CNN, Accelerator}

Accelerator Design Space

-

Input Buffer Weights Buffer
deptihe{ LK, 2, 4K, 85} dapth={ 1K, 28, 4]

Output Bulfer

dapthe (1K, 3K, 44}

CHaiDNN

__ Multiobjective Reward

Evaluator

[Accuracyl [ Latency |

Area |

[ INTERSPEECH 19, INTERSPEECH '20, EECV ‘20, DAC "20, NeurlPS ‘20 |

Joint Optimization of Hardware
Operation and Neural Architecture
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57

[ INTERSPEECH 19, INTERSPEECH '20, EECV '20, DAC '20, NeurlPS 20 ]




Joint Optimization of Hardware
Operation and Neural Architecture

prior SOA  AutoCAML

92.8% 1 93.6%
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[ INTERSPEECH 19, INTERSPEECH 20, EECV '20, DAC 20, NeurlPS ‘20 |

Fundamental Efficient ML Challenges

#1: Think (i.e., leamn) Different

#2: Automated Specialization

ICSS 2

Leaming Framewaorks/Tools

[ Network / Distributed Sys.

Operating Systern / Drivers

SoC Design

Processor Processor
-

Rethinking the complete stack
(and the leaming algorithms)
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Federating ML Models for Mobile
and Embedded Devices

Dataset: FashionMINIST

gemo -lower
IS I GPU-Only
£ 15001 GPY-and CPY http://flower.dev
[0}
S
5 " AWS | [ Device Farm " Client Compute | B#‘.
.E Deployer | l_Depl_nyll | _____ Simulator | \4
£ [ost | (] E_“jf:.:’ |
(W)
l— o Flower Flower |
E=10 |E==-_n.m| _ﬂ_vﬂfh_'n!&__| __Datessts )

Flower Implementations

Local Epochs Sl =
() (3] == iaining Pipeine

_________ _FadAvg ——

Flawer Stratagy| | Java || Python ” C++ _|[ |

ﬁ | Flowsr Cliant SOK

Server || Server .2 - T RPC |
Flower Server |~ |__Client |

68

Maximize resource ut|||zat|on
 through intra- and inter-device sharing
: (' and cooperation of leaming algorithms




Fundamental Efficient ML Challenges

#1: Think (i.e., leamn) Different

#2: Automated Specialization

#3: Sharing and Cooperation

e T e (T

Rethinking the complete stack
(and the leaming algorithms)

Fundamental Efficient ML Challenges

#1: Think (i.e., leamn) Different

#2: Automated Specialization

#3: Sharing and Cooperation

S mmy Ltieri =i | ety

Rethinking the complete stack
(and the leaming algorithms)




#1 On-Device ML goes far beyond just classification

#2 SOTA Accuracy will come from efficient ML Models
#3 Data Center is replaced by devices as the heart of ML

WM“MM, ”Wﬁ ------- - Discriminative Task | ------- » L hand present,
RN il s 3 person sleeping |

#1 Efficient ML Prediction
On-Device ML goes far beyond classification
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EfficientNet-B7
84/ Peace
-
------ AmoebaNet-C .
Apahahisthe Peaanal B @30
p— p ,~  NASNet-A *"" SENet o
g e of Efficiency
3 o
B % o et * Faster exploration &
Q oU] n s S| . . .
8 o7 " Inception-ResNet-v2 experimentation
3 v ’.' . " »
g 27 Xception * ‘Intractable approaches” become
ol oResNet-152 possible. ..
V] °
| . i :
g b DenseNet-201 «  Consuming more data — both
E76] 1 : o labeled and unlabeled varieties
= I ResNet-50 .
's J * larger and larger architectures
| ion-v2 ] ]
741 f\l A;Zer:ti" ! , » Able to heavily exploit automated
o [ICML™19] methods like architecture search
ResNet-34 . . . . . .
0 20 40 60 80 100 120 140 160 180 *  Brand new ML tasks

Number of Parameters (Millions)

#2 Efficient ML Prediction

SOTA Accuracy will come from Efficient ML



Efficient ML Device

Data Centers
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#3 Efficient ML Prediction e
Devices replace Data Centers as core of ML
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Select publications (and submissions) referenced in this talk.....

o 1 A Friendly F d ing Research Framework’ le on Arxiv

-ICLR 2019
rial networks to overcome n
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